Insertion sort is a simple sorting algorithm, a comparison sort in which the sorted array (or list) is built one entry at a time. It is much less efficient on large lists than more advanced algorithms such as quicksort, heapsort, or merge sort, but it has various advantages:

· Simple to implement 

· Efficient on (quite) small data sets 

· Efficient on data sets which are already substantially sorted: it runs in O(n + d) time, where d is the number of inversions 

· More efficient in practice than most other simple O(n2) algorithms such as selection sort or bubble sort: the average time is n2/4 and it is linear in the best case 

· Stable (does not change the relative order of elements with equal keys) 

· In-place (only requires a constant amount O(1) of extra memory space) 

· It is an online algorithm, in that it can sort a list as it receives it. 

Selection sort is a sorting algorithm, specifically an in-place comparison sort. It has Θ(n2) complexity, making it inefficient on large lists, and generally performs worse than the similar insertion sort. Selection sort is noted for its simplicity, and also has performance advantages over more complicated algorithms in certain situations. It works as follows:

1. Find the minimum value in the list 

2. Swap it with the value in the first position 

3. Repeat the steps above for remainder of the list (starting at the second position) 


Effectively, we divide the list into two parts: the sublist of items already sorted, which we build up from left to right and is found at the beginning, and the sublist of items remaining to be sorted, occupying the remainder of the array.
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algorithms, because its inner loop can be efficiently implemented on most architectures, and in most real-world data it is possible to make design choices which minimize the possibility of requiring quadratic time.

Quicksort is a comparison sort and is not a stable sort.

