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1. Introduction

1.a What are Supercomputers?

“A supercomputer is defined simply as the most powerful class of computers at an point in time.” (Cray Inc)   These computers would be necessary to do complex number crunching in such applications as nuclear energy research, proving astronomy theories, scientific computations, biological research, and computational fluid dynamics among many others.  While it’s true that nearly any computer may suffice in performing these calculations, in order to arrive at the results in a timely, efficient manner a supercomputer 

is most likely needed.

1.b Cray Supercomptuers: Past, Present, and Future

Computer Engineering


The Cray supercomputer and other supercomputers like it have been used for a wide variety of tasks.  One important use of the Cray supercomputer is to aid in the design of new computers.  Back in the 1980s, AT&T Bell Laboratories were using supercomputers to design chip circuits and study the chemistry and physics of chips.  As chips get smaller and smaller, it becomes more and more difficult to study these components in a lab, and the supercomputer provides a powerful tool to model how a chip will react under certain circumstances.  The supercomputer is especially useful in modeling activities such as electromagnetic scattering, heat transfer, and distribution of energy on the chip.  Obviously, simulating these types of phenomena in a lab would be extremely difficult as they only last for fractions of second, so doing any sort of extensive study on them would be almost impossible.  Another use of supercomputers in designing new computers is the ability to create simulations to make and examine new programs to be used on new machines.  

Early Use in Chemistry



Another field that supercomputers have been very useful in is the field of chemistry.  Dupont was the first chemical company to install a supercomputer of their own.  The supercomputer was used for complex calculations and simulations in the areas of molecular dynamics and molecular orbital theory.  Specifically, Dupont used their Cray supercomputer to simulate breakage thresholds and patterns in the composite materials they created.  Their Cray was also used to generate fractals that were used to examine the how cracks distributed themselves in composite materials.  This is both cost and time effective, as a lot of work would have gone into creating the environments necessary to simulate the real-world environments the materials were to be used in.  Thanks to the Cray, these environments can be simulated and changed relatively easily with much less work and time put into it.  Also, since all variables can be controlled, Cray simulations are often more accurate than artificial environments.  Their supercomputer also allowed Dupont to examine the chemical kinetics and the electronic structure of solids in order to better generate new, stronger material.

Supercomputers have also been used in the field of quantum chemistry.  A certain researcher in the mid-1980s was examining substances known as zeolites.  These were complex atomic structures consisting of silicon, oxygen, aluminum and sodium that could be used for catalysis, to change how a chemical reaction unfolds and what it produces.  The supercomputer allows different formations of these zeolites, which can consist of up to 250 atoms, to be tested on chemical reactions, all simulated using the supercomputer.  This is tremendously useful, as actually engineering all the different types of zeolites would take a huge amount of time.  Possible uses of zeolites in the process of catalysis are upgrading crude oil and decreasing the pollution caused by combustion by breaking up nitrogen monoxide into carbon dioxide and nitrogen. (Karin, p. 59)

Use in the Field of Fluid Dynamics


The Cray supercomputer has been eminently important in the area of fluid dynamics, measuring the flow of a substance as it travels through different environments. Usually, studying this with any type of accuracy was extremely difficult, because the amount of control a researcher had over the environment was small.    The way water or earth flows in a particular environment is nearly impossible to recreate in a lab.  The best available methods for studying airflow, particularly on planes, were wind tunnels and flight-testing.  Wind tunnels are expensive to build and operate, and they cannot simulate all the different variables that go into real-world flight.  Flight-testing is a good way to test a design but can be dangerous, as unexpected flaws may show themselves only in flight, endangering the test pilot.  Supercomputers allow all these things to be modeled, giving the researcher complete control over variables such as wind speed, weather conditions, and flight maneuvers, as well as many others.  This makes testing a less costly and less time-consuming process, which results in a better product as researchers and designers have more time and funds for fine-tuning and attention to detail.

Recent Use in Bioinformatics


All of the above were examples of what supercomputers in their earliest incarnations were used for, and no doubt will continue to be used for.  More recently, supercomputers have played a primary role in the field of bioinformatics, which combines technology with the study of biology and life sciences.  The National Cancer Institute uses their Cray SV1 supercomputer to aid in the study of the human genome, and undoubtedly the supercomputer played a large role in the recent mapping of the human genome.  The pharmaceutical company called BioNumerik uses a Cray supercomputer for pharmaceutical development.  The supercomputer allows them to create high-resolution models of biological processes on a molecular scale, and the results of these models can be used in the lab.  An example of this is a certain drug being created to fight cancer.  In this drug was the element platinum, and two different species of the platinum atom were being used, with tiny atomic differences between the two.  When one type caused was beneficial, destroying cancerous cells.  The other type caused some of the negative side effects that cancer patients must endure.  The supercomputer computer allowed researches to model the reactions between the different species of platinum atom and cells in the human body in order to determine which were beneficial and which were not.  It also allowed them to determine which compounds, if any, could neutralize the harmful atoms while not affecting the beneficial ones.  The main features of the supercomputer that allowed them to do this were it’s large memory bandwidth, and its vector and parallel processing capability.

Other Recent Uses 


The supercomputer is not, obviously, limited to just chemical problems.  Another example of its use is by the Oregon Department of Transportation.  They were planning to expand a bridge using a new technique for anchoring the bridge to the soil.  Field-testing this would have been very costly and any defects could result in disaster.  Thanks to the Cray supercomputer located at the San Diego Supercomputer Center, however, the ODOT could study how the new bridge and the soil would interact under various circumstances quickly and efficiently.  J.P. Morgan used a Cray Origin2000 to simulate future market conditions based on historical markets.  They could change variables and conditions of the economy inside the computer to predict what could occur should certain events unfold.  They could simulate hundreds of potential market conditions and thus better understand the causes and effects of future fluctuations.  Ford uses CRAY supercomputers to simulate how their cars will hold up during crashes, and to study the noise, vibration, and harshness characteristics of new vehicles.  This reduces the need for expensive prototypes and allows researches to study every phase of a collision, frame by frame.  The National Weather Service used a CRAY C-90 to run complicated weather models that were then used as a guideline for forecasts.

Future Conclusions


Obviously, the supercomputer can be used for a great range of projects.  Its strength, and what separates it from other computers, is its ability to do huge amounts of calculations on huge amounts of variables.  This allows the accurate simulation of real-world phenomena, such as the flow of a river, a chemical reaction, or the fluctuations of a market.  This is a tremendously powerful tool, as it allows researches to examine a process step by step, from any desired angle.  The supercomputer will continue to be an amazing tool of progress, as future uses will include better safety, comfort, and handling in vehicles, higher efficiency planes and spacecraft, modeling subsurface activities for the petroleum industry, and even a simulated sense of touch for virtual surgery.2. Cray Supercomputers

2. Cray Supercomputers

2.a General Concepts


Generally, Supercomputers can fall under two categories: a Vector computer or Parallel computer.  Each system has it’s own strengths and weaknesses and have target uses that they best fit.

Vector Computers

The vector computer was designed to efficiently handle arithmetic operations on elements of arrays, or vectors.  Such machines are useful in applications involving high-performance scientific computing where matrices and vectors are common.  

Cray Vector computers utilize vector registers, which are fast memory, which hold operands and results for operands for vector operations.  Vector based computers utilize what is known as pipelining, which is the explicit segmentation of an arithmetic unit into different parts, each of which performs a sub function on a pair of operands. Think of it as an assembly line, where the operands are passed down the line, each time having a specific thing done to them at a specific point. Each segment (or assembly station) works on one pair of operands, and passes it on to the next segment, and the operands successors in the vector enters its former segment. ( See A1-8 through A1-9 for graphical representation )

Parallel Computers

The idea behind parallel architecture super computers is that if it takes t amount of time for one processor, it would take t/p amount of time for p processors to perform a calculation.  Essentially, a parallel processing system contains dozens to thousands of microprocessors, which are combined together into a parallel chain that simultaneously carry out calculations on differing pieces of data. This situation is ideal for modeling which has the same calculations being preformed on differing data sets. Multiple data sets could be calculated simultaneously. 

Among parallel processor machines there is a further categorical subdivision: Single-Instruction-Multiple-Data (SIMD) systems and Multiple-Instruction-Multiple-Data (MIMD) systems. In SIMD systems, all processors in the system are under control of a master processor known as the controller.  In any given machine cycle, either the entire processors do the same instruction or nothing.  The controller will synchronize the processors so that each processor is roughly in the same phase as its counterparts.  In a MIMD system, each processor is controlled independently allowing greater flexibility in the tasks the processors can do at a given time.  However, as there is no central controlling function, synchronization of data must be handled by other mechanisms, which could be via software or hardware, to ensure that each processor are doing their tasks in the correct order with the correct data.

2.b Historical Models


Cray Supercomputers have been in development since 1972, when the “father of supercomputing”, Seymour Cray, founded Cray Research.  With its production unit in Chippewa Falls, Wisconsin, and its business headquarters in Minneapolis, Minnesota, Cray Reasearch.

Cray-1


The first Cray-1 system was installed at the Los Alamos National Laboratory for $8.8 million in 1976. This revolutionary system ran at a world record speed of 160 million floating-point operations per second or 160 megaflops.  The Cray-1's architecture was filled with many revolutionary ideas.  It centers on the main memory, which feeds data back and forth between a set of scalar and vector registers.  In 12 functional units interconnected with the registers, logical and arithmetic operations are performed.  The memory is 64 bits in width and has an access time of 50 nano-seconds.  Another important feature of the Cray-1 was its pipelining of all vector operational units. The fact that the Cray-1 had fast vector registers, pipelined functional units with parallel operation, and chaining is what accounted for its ability to perform fast arithmetically.  The only major restriction of the Cray-1 was a restricted memory bandwidth that could not support the maximum arithmetic rate for operations from memory to memory. 

Cray X-MP


In 1982, as CEO Seymour Cray left to form his own business, a subdivision of Cray Reasearch introduced the Cray X-MP.  This was the first multi-processor supercomputer. This second generation Cray had nearly 5 times the speed of the original Cray-1, due to it’s shared processing power of up to four Cray-1 type processors.  Additionally the system supported higher memory bandwidth, had a shorter clock cycle than its predecessor, and supported Solid State Disks (SSD) for large data sets which were used repetively.

Cray-2


The Seymour’s former company Cray Reasearch introduced the Cray-2 in 1985.  The Cray-2's computational hardware included four background processors with a 4.1 nano-second clock period and performing 2's compliment arithmetic, scalar and vector processing modes, nine fully segmented functional unite per CPU, a 64bit word as the basic addressable memory unit, a foreground processor, and a background processors. The processing units in the Cray-2 are basically the same as those on the Cray X-MP, except for the fact that the clock periods on the two machines were different.  The Cray-2 was twice as fast as the Cray X-MP.

Cray Y-MP


The next machine to be unveiled by now super-computing giant Cray Reasearch was the Cray-YMP, released in 1988.  The Cray Y-MP, which could sustain over 1 gigaflop on many applications, was the first supercomputer with that remarkable ability at the time.   There were multiple 333 megaflops processors that were behind the scenes powering this system to the record sustained speed of 2.3 gigaflops.

Cray-3


In order to reach higher and higher speeds, which customers demanded, it was necessary to turn to materials other than silicon.  Cray Reasearch began experimenting with gallium arsenide as a semiconductor material faster than silicon.  This was a very expensive venture and the costs and complexities of the gallium arsenide were difficult for the company to work on both the Cray-3 and other computer development efforts.  Due to these facts, in 1989 the Cray-3 project was turned over to a new company known as Cray Computer Corporation headed by none other than Seymour Cray.  


The Cray-3 was a shared-memory multi-vector processor.  The Cray-3 was as expected reminiscent of the Cray-2, yet there are distinguishable differences.  The main memory was 4 gigabytes.  It had a clock cycle of 2.1 nano-seconds.  It had a single processor bandwidth of 8 gigabytes a second and had from 1 to 16 processors.  The Cray-3 relied on the GaAs components to be able to condense the components so that the required clock cycle speed could be sustained.

2.c Present Models

Cray MTA


With network interconnectivity capable of sending data to and from memory at full processor rate, this system was designed for the parallel processing environment.  The Cray MTA high-end model supports 64 bit data, addresses, and instructions.  Utilizing 256 processors, this model is capable of up to 192 gigaflops.  All synchronization is done at negligible cost to the processor, resulting in an efficient use of parallel processing. 

Cray Sv1

The leading Cray Vector computer currently on the market is the Cray SV1, which was introduced in 2001.  Its higher end models are capable 256 gigaflops, support up to 128 gigabytes of main memory, and 284 gigabytes of SSD.  Additionally, these systems are scalable, allowing interconnectivity of up to 32 units, providing over one teraflop of peak CPU capacity.  Together with fast memory and I/O systems, this system allows the ability to run vector computations through high-bandwidth, vector cache memory.  
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