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DRAM Overview
DRAM (Dynamic Random Access Memory) is a type of RAM that only holds its data if it is continuously accessed by special logic called a refresh circuit. Many hundreds of times each second, this circuitry reads the contents of each memory cell, whether the memory cell is being used at that time by the computer or not. Due to the way in which the cells are constructed, the reading action itself refreshes the contents of the memory. If this is not done regularly, then the DRAM will lose its contents, even if it continues to have power supplied to it. This refreshing action is why the memory is called dynamic.

All PCs use DRAM for their main system memory, instead of SRAM, even though DRAMs are slower than SRAMs and require the overhead of the refresh circuitry. It may seem weird to want to make the computer's memory out of something that can only hold a value for a fraction of a second. In fact, DRAMs are both more complicated and slower than SRAMs.

The reason that DRAMs are used is simple: they are much cheaper and take up much less space, typically 1/4 the silicon area of SRAMs or less. To build a 64 MB core memory from SRAMs would be very expensive. The overhead of the refresh circuit is tolerated in order to allow the use of large amounts of inexpensive, compact memory. The refresh circuitry itself is almost never a problem; many years of using DRAM has caused the design of these circuits to be all but perfected.

DRAMs are smaller and less expensive than SRAMs because SRAMs are made from four to six transistors (or more) per bit, DRAMs use only one, plus a capacitor. The capacitor, when energized, holds an electrical charge if the bit contains a "1" or no charge if it contains a "0". The transistor is used to read the contents of the capacitor. The problem with capacitors is that they only hold a charge for a short period of time, and then it fades away. These capacitors are tiny, so their charges fade particularly quickly. This is why the refresh circuitry is needed: to read the contents of every cell and refresh them with a fresh "charge" before the contents fade away and are lost. Refreshing is done by reading every "row" in the memory chip one row at a time; the process of reading the contents of each capacitor re-establishes the charge. For an explanation of how these "rows" are read, and thus how refresh is accomplished, refer to this section describing memory access.

DRAM is manufactured using a similar process to how processors are: a silicon substrate is etched with the patterns that make the transistors and capacitors (and support structures) that comprise each bit. DRAM costs much less than a processor because it is a series of simple, repeated structures, so there isn't the complexity of making a single chip with several million individually-located transistors. See here for details on how processors are manufactured; the principles for DRAM manufacture are similar.

There are many different kinds of specific DRAM technologies and speeds that they are available in. These have evolved over many years of using DRAM for system memory, and are discussed in more detail below. 

DRAM Technologies

DRAM is available in several different technology types. At their core, all of these different memory types are similar. They differ mostly in the way that they are organized and how they are accessed. As processors get faster, memory needs to run increasingly faster and more efficiently. Memory companies have invented progressively faster memory architectures to allow memory speeds to increase.

In the real world, the differences between many of the DRAM technologies is not that great. Most requests for data by the processor are satisfied from either the primary or secondary caches on a modern PC, which masks much of the improvement in DRAM efficiency. Also, memory is just one piece of the puzzle in overall performance. Often, more system memory is more important to performance than better system memory. 

Also bear in mind that at its core, DRAM is DRAM. The differences between the various acronyms of DRAM technologies are primarily a result of how the DRAM inside the module is connected, configured and addressed, in addition to any special enhancement circuits added to the device. For example, some fancy modules include SRAM (cache) directly in the DRAM module to improve performance.

DRAM Technologies and Relative Performance

DRAM technology has unfortunately become an exercise in buzzword juggling. It can be difficult to determine what kind you need to use in your system. And trying to understand what the "next big thing" will be in the industry is getting to be virtually impossible.

The most important factor that controls the type of memory that can be used in a motherboard is the system chipset. In fact, chipset support can be the difference between a technology being rapidly and universally accepted (i.e., EDO) and one lingering with little support and never becoming a popular standard (i.e., BEDO). The documentation for the motherboard will normally indicate what types of memory are supported by the board.

In general, you want to use the fastest type of memory in the board that it supports, provided that it is not prohibitively expensive. Some people waste money buying memory that is a few percentage points faster than another type, when they could be improving performance a more efficient way (such as buying more memory). Some boards support different types of memory and you can usually use any kind that is compatible. Of course you will want to make your decision to buy a newer or faster technology type based on its incremental cost as well. Certain newer technologies can cost significantly more than older ones and offer only marginal performance improvements.

There are two reasons to be wary of claims that new memory technology will greatly improve performance. The first is that the use of a secondary cache will hide much of the benefit of faster memory, since only 5-10% of the data requirements of the processor are typically supplied from the memory itself. The second is that with most PCs now running in burst mode, you must look at the total number of clock cycles required for the full 4-cycle burst, not just the ideal maximum transfer rate.

Here's an example of a commonly-made comparison from the Pentium world. For all of 1996, the two most  popular Pentium chipsets were the 430HX and 430VX chipsets from Intel (confusingly, both sometimes called "Triton II"). The 430VX supports SDRAM while the 430HX does not. Many people said that the VX was superior for this reason, since SDRAM can transfer memory in 1 clock cycle ideally, while the 430HX must use EDO, with a 2 clock cycle ideal transfer rate. SDRAM provides an improvement of 50%! Well, not really. Because when you look at the full burst timing, you see the VX's timing for SDRAM is 7-1-1-1, and the HX's for EDO is 5-2-2-2. When you add up the clock cycles, the VX comes to 10 and the HX 11. When you add in the HX's other improved features compared to the VX, the HX is actually considered

by many to be faster than the VX even using slower EDO memory. (Intel's 430TX changed this whole equation when it was introduced since it supports SDRAM at 5-1-1-1).

Finally, using a newer technology type will often give you more flexibility for future upgrades, since you may be able to transfer the memory more easily to a newer motherboard. However, this is not always the case, since often, new motherboards require a new type anyway. Also, sometimes new technologies don't catch on (for example, BEDO). The "latest and greatest" is of course often a lot more money.

Conventional DRAM

The oldest and slowest DRAM technology is so-called "regular" or conventional DRAM. It uses the standard memory addressing method, where first the row address is sent to the memory, and then the column address. It is the most "vanilla" type of memory and doesn't require any special compatibility.

This type of DRAM is now quite obsolete and is not used on any new systems, having been replaced by fast page mode memory and newer technologies.

Fast Page Mode (FPM) DRAM

Fast page mode or FPM memory is slightly faster than conventional DRAM. While standard DRAM requires that a row and column be sent for each access, FPM works by sending the row address just once for many accesses to memory in locations near each other, improving access time. FPM memory itself is an improved version of its predecessor, page mode memory, which is very rarely seen now.

Despite its name ("fast" page mode), FPM is actually the slowest memory technology used in modern PCs. Virtually every PC made in the last several years that is designed to use conventional asynchronous RAM will support FPM, and it is a "safe" technology choice since using it doesn't require any special compatibility or support. However, it offers lower performance than most other memory technologies. It is also not suitable for high-speed memory buses over 66 MHz, because excessive numbers of wait states would have to be added. FPM DRAM typically allows burst system timings as fast as 5-3-3-3 at 66 MHz.

Extended Data Out (EDO) DRAM

The most common type of asynchronous DRAM used is called extended data out or EDO memory; sometimes it is also called hyper page mode DRAM. It is slightly faster than FPM memory due to another evolutionary tweak in how the memory access works. In simplified terms, EDO memory has had its timing circuits modified so one access to the memory can begin before the last one has finished. It is therefore slightly faster than FPM memory, giving a performance boost of around 3-5% over FPM in most systems. EDO memory has been hyped up a great deal, but in real world performance it offers a minimal speed increase over FPM memory.

EDO memory costs the same amount to manufacture as FPM, and due to its prominence in the market now is actually usually cheaper than FPM despite being newer and faster. It was originally more expensive but the reduced demand for slower FPM memory now makes FPM harder to find in most cases. Until recently, EDO was the standard for fifth- and sixth-generation systems. It still is found in most later model Pentium-class PCs, but SDRAM has now replaced it as the technology of choice for sixth-generation systems. EDO memory is still not usually suitable for high-speed (75 MHz and higher) memory buses, since it is really not that different than FPM overall. EDO typically allows burst system timings as fast as 5-2-2-2 at 66 MHz, when using an optimized chipset. It will run on faster buses but the memory timing may need to be reduced.

EDO memory requires support from the system chipset. Invented in 1994, most newer Pentium systems, as well as some of the latest PCI-based 486 motherboards will support EDO. Older systems will not work properly with EDO; some are "EDO tolerant", meaning that they will work with EDO but will run it at as if it were FPM memory (slower). Others will not work at all with EDO memory.

It is important to note that some systems allow the use of EDO in one bank of memory and FPM in another, but others will not work with this sort of setup. Some will work with it but will run all of the memory at the slower speed used for FPM. The motherboard manual or manufacturer should be able to supply the particular information you need about your board.

Burst Extended Data Out (BEDO) DRAM

Burst EDO or BEDO memory is another evolutionary improvement in conventional asynchronous RAM. In this case, EDO memory is combined with pipelining technology and special latches to allow for much faster access time than regular EDO. BEDO memory allows the use of much higher memory bus speeds than EDO. BEDO allows system timings of 5-1-1-1 when used with a supporting chipset.

BEDO memory allows for improved DRAM performance at very little additional manufacturing cost to the producer. In fact, BEDO arguably provides more improvement over EDO than EDO does over FPM. Despite this, BEDO has never caught on and remains a standard with little real support. It competes (in terms of performance) with SDRAM, but SDRAM has won out in the marketplace. The main reason that BEDO has lost out to SDRAM in my estimation is that SDRAM is supported by the widely popular Intel chipsets while BEDO is not. Chipset support is crucial for memory technologies to gain acceptance.

Synchronous DRAM (SDRAM)

A relatively new and different kind of RAM, Synchronous DRAM or SDRAM differs from earlier types in that it does not run asynchronously to the system clock the way older, conventional types of memory do. SDRAM is tied to the system clock and is designed to be able to read or write from memory in burst mode (after the initial read or write latency) at 1 clock cycle per access (zero wait states) at memory bus speeds up to 100 MHz or even higher. SDRAM supports 5-1-1-1 system timing when used with a supporting chipset. SDRAM accomplishes its faster access using a number of internal performance improvements, including internal interleaving, which allows half the module to begin an access while the other half is finishing one.

SDRAM is rapidly becoming the new memory standard for modern PCs. The reason is that its synchronized design permits support for the much higher bus speeds that have started to enter the market. SDRAM doesn't offer that much "real world" additional performance over EDO in many systems, due to the system cache masking much of that differential in speed, and the fact that most systems are running on relatively slow 66 MHz or lower system bus speeds. As 100 MHz bus system PCs become mainstream, SDRAM will largely replace older technologies, since it is designed to work at these higher operating speeds and conventional asynchronous DRAM is not.

There are several important characteristics and concerns regarding SDRAMs that are relatively unique to the technology:

· Speed and Speed Matching: SDRAM modules are generally speed-rated in two different ways: First, they have a "nanosecond" rating like conventional asynchronous DRAMs, so SDRAMs are sometimes refered to as being "12 nanosecond" or "10 nanosecond". Second, they have a "MHz" rating, so they are called "83 MHz" or "100 MHz" SDRAMs for example. Because SDRAMs are, well, synchronous, they must be fast enough for the system in which they are being used. With asynchronous DRAMs such as EDO or FPM, it was common to add extra wait states to the access timing for the memory to compensate for memory that was too slow. With SDRAM however, the whole point of the technology is to be able to run with zero wait states. In order to do this, the memory must be fast enough for the bus speed of the system. One place where people run into trouble in this regard is that they take the reciprocal of the "nanosecond" rating of the module and conclude that the module can run at that speed. For example, the reciprocal of 10 ns is 100 MHz, so people assume that 10 ns modules will definitely be able to run on a 100 MHz system. The problem is that this allows absolutely no room for slack. In practice, you really want memory rated slightly higher than what is required, so 10 ns modules are really intended for 83 MHz operation. 100 MHz systems require faster memory, which is why the PC100 specification was developed (see below). 

· Speed Rating: Due to the confusion inherent in the speed rating system described immediately above, and the likelihood of problems running slower SDRAM modules on new 100 MHz system bus motherboards, Intel created a formal specification for SDRAM capable of being used in these new PCs. Dubbed PC100, these modules generally are rated at 8 ns as previously mentioned, but there are other internal timing characteristics that must be met in order to have a module certified as PC100-compliant. While relying on a specification is never foolproof, it is definitely a good idea to ensure that any SDRAM you intend to use on a 100 MHz system bus motherboard is in fact PC100 specification compliant. 

· Latency: SDRAMs are still DRAMs, and therefore still have latency. The fast 12, 10 and 8 nanosecond numbers that everyone talks about refer only to the second, third and fourth accesses in a four-access burst. The first access is still a relatively slow 5 cycles, just as it is for conventional EDO and FPM memory.  

· 2-Clock and 4-Clock Circuitry: There are two slight variations in the composition of SDRAM modules; these are  commonly called 2-clock and 4-clock SDRAMs. They are almost exactly the same, and they use the same DRAM chips, but they differ in how they are laid out and accessed. A 2-clock SDRAM is structured so that each clock signal controls 2 different DRAM chips on the module, while a 4-clock SDRAM has clock signals that can control 4 different chips each. You need to make sure that you get the right kind for your motherboard. The current trend appears to be toward 4-clock SDRAMs. 

· Serial Presence Detect: Some motherboards are now being created that require the use of special SDRAM modules that include something called a Serial Presence Detect (SPD) chip. This is an EEPROM that contains speed and design information about the module. The motherboard queries the chip for information about the module and makes adjustments to system operation based on what it finds. A great idea in theory, but you won't think it's great if you buy an SDRAM module without the chip on it when your board requires SPD... 

· CAS2 vs. CAS3: "CAS" stands for column address strobe, one of the main signals used in accessing DRAM chips; see here for an explanation of what CAS is all about. The terms "CAS2" and "CAS3" are used to distinguish between slight variants in SDRAM modules. In fact, the term is a misnomer; the "2" and "3" refer to the latency of the CAS line, so the terms should be "CL2" and "CL3". Theoretically a "CAS2" module is slightly faster than a "CAS3" module, making it more likely to function if the system bus is being overclocked beyond 100 MHz, but the whole matter of "CAS2" and "CAS3" has been overhyped to the Nth degree by many vendors.  Dean Kent's article on SDRAM terminology explains this in greater detail.  

· Packaging Concerns: To make matters even more confusing, SDRAM usually comes in DIMM packaging, which itself comes in several different formats (buffered and unbuffered, 3.3 volts and 5 volts). You need to make sure you get the right type of packaging as well; see here for more on DIMMs. 

It is strongly advised to work closely with your motherboard manufacturer and/or a trusted vendor in choosing your SDRAM. It's one thing to try to figure all of this out from specifications, but it's much better to contact the company that made your motherboard and have them say definitively that you need "10 ns, 4-clock, unbuffered, 3.3 volt SDRAM modules with serial presence detect", for example. 

Double Data Rate SDRAM (DDR SDRAM)

Only a few years ago, "regular" SDRAM was introduced as a proposed replacement for the older FPM and EDO asynchronous DRAM technologies. This was due to the limitations the older memory has when working with systems using higher bus speeds (over 75 MHz). In the next couple of years, as system bus speeds increase further, the bell will soon toll on SDRAM itself. One of the proposed new standards to replace SDRAM is Double Data Rate SDRAM or DDR SDRAM.

DDR SDRAM is similar in function to regular SDRAM, but doubles the bandwidth of the memory by transfering data twice per cycle--on both the rising and falling edges of the clock signal. The clock signal transitions from "0" to "1" and back to "0" each cycle; the first is called the "rising edge" and the second the "falling edge". Normally only one of these is used to trigger a data transfer; with DDR SDRAM both are used. Does this technique sounds familiar? It is also used by the new AGP technology to double performance over the older PCI bus technology.

Direct Rambus DRAM (DRDRAM)

One of the two main competing standards to replace SDRAM is called Direct Rambus DRAM or DRDRAM (formerly called just "Rambus DRAM" or "RDRAM"). Unlike DDR SDRAM or SLDRAM, which are evolutionary designs based on regular SDRAM, DRDRAM is revolutionary design. It has received a lot of attention because of Intel's decision to pursue this technology for use in its future chipsets, in cooperation with its initial developer, a company unsurprisingly named Rambus.

DRDRAM works more like an internal bus than a conventional memory subsystem. It is based around what is called the Direct Rambus Channel, a high-speed 16-bit bus running at a clock rate of 400 MHz. As with DDR SDRAM, transfers are accomplished on the rising and falling edges of the clock, yielding an effective theoretical bandwidth of approximately 1.6 Gbytes/second. This is an entirely different approach to the way memory is currently accessed over a wide 64-bit memory bus. It may seem counterproductive to narrow the channel since that reduces bandwidth, however the channel is then capable of running at much higher speeds than would be possible if the bus were wide. As with SDRAM, DRDRAM makes use of a serial presence detect (SPD) chip to tell the motherboard certain characteristics of the DRDRAM module

when the system is booted. DRDRAM is proprietary, and is being designed to use a special type of module called a Rambus Inline Memory Module, or RIMM.

Rambus memory may become the next standard for future PCs, but the jury is still out. As with all new technology competitions, often marketing wins out over engineering. There is some concern that DRDRAM may not even be the best solution for systems in the future. In particular, some folks are unhappy about the prospects of having to pay licensing fees to Intel and Rambus to use the technology; recall that this requirement was one reason why the MCA bus standard died. Furthermore, some say that SLDRAM is a solution that is less revolutionary, providing the same (or more) improvements in performance with fewer radical changes required to the system architecture. Meanwhile, Intel is proceeding with plans to use the technology, so we will have to see what happens in 1999 and beyond.

Synchronous-Link DRAM (SLDRAM)

The main "competition" to the proposed DRDRAM standard is a new standard called Synchronous-Link DRAM or SLDRAM. This new technology is being developed by the SLDRAM Consortium, a group of about 20 major computer industry manufacturers, working to establish SDRAM as the next standard for high-speed PC memory. 

SLDRAM is an evolutionary design that greatly improves the performance of the memory subsystem over SDRAM, without a completely new architecture such as that used by DRDRAM. The initial specifications for SLDRAM call for a 64-bit bus running at a 200 MHz clock speed. As with DDR SDRAM, transfers are made twice on each clock cycle, for an effective speed of 400 MHz. This yields a net theoretical bandwidth of about 3.2 Gbytes/second, double that of DRDRAM. Finally, SLDRAM is an open standard, meaning that no royalties need be paid to anyone in order to make use of it.

Interestingly enough, the DRDRAM and SLDRAM battle seems to be playing out in a manner similar to many prior technological skirmishes. One that comes immediately to mind is the fight for dominance between BEDO and SDRAM in the mid-90s; though many thought that BEDO was better technologically, Intel single-handedly sealed its fate by deciding to go with SDRAM instead. Today, we have Intel going with DRDRAM, against a consortium of companies trying to push SLDRAM as a better solution. However, as we enter 1999 we have more non-Intel choices in processors and chipsets than we did in 1996, so it is not clear at all if Intel will have its way in establishing DRDRAM over SLDRAM as the next standard. Another factor that will support SLDRAM is that it does not require the payment of royalties the way DRDRAM does, something that could seriously harm the DRDRAM camp despite the presence of Intel.

Video RAM (VRAM) and Other Video DRAM Technologies

Modern video adapters use their own, specialized RAM that is separated from the main system memory. The demands placed on video memory are far greater than those placed on system memory. In addition to the video image being accessed and changed by the processor on a continual basis (many times a second when you are running a game for instance), the video card also must access the memory contents between 50 and 100 times per second to display the information on the monitor. Video cards have therefore spawned the creation of several new, innovative memory technologies, many of them designed to allow the memory to be accessed by the processor and read by the video card's refresh circuitry simultaneously.

This is called dual porting and is found on Video RAM or VRAM memory. Cards using this type of memory are faster and more expensive than ones using FPM or EDO DRAM.

Comparison of System Timing for Different DRAM Technologies

The table below shows the ideal system timing characteristics for the various technologies discussed in this section, when run at 66 MHz. They are ideal ratings because they are the best the technology can normally support. In order to achieve

these timings the chipset must be optimized to deliver them. Older chipsets will require slower timing. For example, 5-1-1-1 SDRAM timing is possible using Intel's 430TX chipset, but the older 430VX only delivers 7-1-1-1 timing with SDRAM.

	Memory

Technology
	Typical System 

Bus Speeds
	Ideal Timing
	Usual DRAM                                             Speed (ns)

	Conventional
	4.77-40                                                                  
	5-5-5-5 or worse
	80-150

	FPM
	16-66
	5-3-3-3
	60-80

	EDO
	33-75
	5-2-2-2
	50-60

	BEDO
	60-100
	5-1-1-1
	??

	SDRAM
	60-100+
	5-1-1-1
	6-12
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